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The Donald Trump administration 
is prioritising the enhancement  
of United States (US) leadership  
in artificial intelligence (AI)  
through deregulation, private-

sector investment, and strategic policy 
development. To this end, President Trump 
announced the Stargate Project on 21 January 
2025. The joint venture—whose initial equity 
funders are OpenAI, SoftBank, Oracle, and 
MGX—aims to invest up to US$500 billion in AI 
infrastructure across the US by 2029. Stargate 
will focus on constructing data centres, building 
new AI infrastructure, enhancing AI capabilities, 
and creating “hundreds of thousands of American 
jobs”.1

Shortly thereafter, on 23 January 2025, 
President Trump issued Executive Order 14179, 
marking a clear shift in American domestic and 
foreign policy on AI development. The Trump 
administration aims to “sustain and enhance 
America’s global AI dominance to promote 
human flourishing, economic competitiveness, and 
national security.”2 To achieve this objective, the 
US will need to balance a domestic pro-innovation 
approach with a pro-security foreign policy.

Introduction

Attribution: Siddharth Yadav and Anirban Sarma, “U.S. AI Action Plan: Recommendations to the National Science Foundation 
and the Office of Science and Technology Policy,” ORF Special Report No. 257, April 2025, Observer Research Foundation 
and Observer Research Foundation Middle East.
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This report is in response to the White House 
call for public comment regarding the development 
of an AI Action Plan.3 The authors recommend 

a	 Executive	Order	14179	tasked	the	National	Science	Foundation	and	the	Office	of	Science	and	Technology	Policy	to	develop	the	AI	
Action	Plan.	Accordingly,	this	report’s	recommendations	are	directed	at	these	two	agencies.	

two sets of interventions for the proposed Action 
Plan: reprioritising domestic policy through the 
US AI Safety Institute (AISI) and adjusting export 
controls.a
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Shifting Towards Self-Regulation 
and Market-Driven AI Governance

• Industry Self-Regulation: Increasingly, AISI 
will need to advocate for market-driven AI 
governance and light-touch regulations. In 
certain sectors, it could work towards 
replacing AI compliance requirements 
embedded in law with voluntary, industry-
driven standards, similar to Australia’s 
Voluntary AI Safety Standard, which includes 
guardrails that apply to all organisations 
across the AI supply chain.5 Such an 
approach would encourage self-regulation 
while allowing businesses to rapidly scale AI 
applications. AISI should push for upholding 
industry’s self-regulation commitments by 
establishing mechanisms for transparency and 
information-sharing.6

Modifying the Mandate and  
Operations of US AISI

 

T he US AI Safety Institute (AISI) 
was established in 2023 with a focus 
on AI risk mitigation, regulatory 
oversight, and responsible 
AI deployment. However, 

President Trump’s emphasis on the “removal of 
barriers to American AI innovation” and “global 
leadership in AI”4 may necessitate a shift in AISI’s 
priorities towards minimising bureaucratic and 
regulatory hurdles, boosting AI competitiveness, 
and building a more pro-business AI ecosystem. 
The following actions could be considered.
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• Legal Compliance: In areas such as national 
security and critical infrastructure, more 
stringent requirements for legal AI compliance 
should be retained. AISI could identify and 
list these domains, differentiating them from 
those where self-regulation may suffice.

• Light-Touch Transparency Requirements: 
Prior to Executive Order 14179 issued by 
the Trump administration, Executive Order 
14110,7 issued under then President Joe 
Biden, had served as federal guidance for 
AI regulation. In the absence of a federal 
regulation, the US AI landscape is governed 
primarily by state-led initiatives. As Executive 
Order 14179 calls to establish a pro-innovation 
approach without introducing onerous 
regulatory burdens for the AI sector, issuing 
federal transparency requirements for highly 
capable, multi-modal frontier AI models 
can be considered a light-touch measure. 
Developers can be directed to ensure that 
AI-generated output from models that cross 
a defined monthly user threshold have latent 
identification elements like machine-readable 
watermarks. This approach will facilitate inter-
state regulatory consistency and correspond 
with state-led bills like the Artificial Intelligence 
Policy Act8 passed by the state of Utah and the 
AI Transparency Act9 passed by the state of 
California in 2024.

Adopting a More Pro-Business 
Approach to AISI’s Strategic Goals

• AI Regulatory Sandboxes: AISI’s Strategic 
Goals call for addressing the underdeveloped 
testing, evaluation, verification, and 
validation (TEVV) methods for AI.10 AISI could 
actively begin supporting the establishment 
of AI regulatory sandboxes where firms can 
experiment with advanced AI models and 
associated TEVV in real-world settings before 
full-scale deployment. This would also enable 
AI startups and corporations to develop 
breakthrough applications without regulatory 
delays.

• AI Skilling: AISI’s present Strategic 
Goals highlight the importance of 
“supporting institutions, communities and 
coordination, around AI safety.”11 This 
could be expanded to consider supporting 
AI sustainability rather than just safety. In 
keeping with President Trump’s vision of job 
creation,12 a core element of AI sustainability 
will be to create new jobs through AI re-
skilling. AISI should, therefore, prioritise 
the design and execution of AI workforce 
training and re-skilling programmes, which 
include sensitisation about AI safety.  
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The launch of a National AI Workforce 
Initiative within AISI that partners with private 
firms to train American workers in AI-driven 
industries could be considered.b 

Building R&D Capacities and 
Leveraging International 
Collaborations

• National AI Acceleration Fund: AI 
innovation and leadership will require 
increased investments in domestic research 
and development (R&D). A National 
AI  Acceleration Fund could be set 
up within AISI to drive R&D investment 
in areas such as autonomous systems, defence 
AI, and industrial automation.

• Public-Interest AI: The establishment of 
computing clusters that serve public interest 
may help align domestic policy with President 
Trump’s goal of using AI to promote human 
flourishing. For instance, California introduced 
CA SB53 to construct a public computing 
cluster, CalCompute,13 to offer researchers and 

b	 At	the	AI	Action	Summit	in	Paris	in	February	2025,	US	Vice	President	JD	Vance	emphasised	that	“the	Trump	administration	will	maintain	
a	pro-worker	growth	path	for	AI	so	it	can	be	a	potent	tool	for	job	creation”	and	that	it	“will	guarantee	American	workers	a	seat	at	the	
table”.	See:	https://www.presidency.ucsb.edu/documents/remarks-the-vice-president-the-artificial-intelligence-action-summit-paris-
france 

businesses the resources to develop AI that 
serves the public interest. Similarly, the federal 
government can establish a National Compute 
Cluster to facilitate the development of frontier 
open-source AI models. Given that Chinese 
open-source frontier models have emerged 
as a critical threat to American leadership 
in the global AI landscape, frontier models 
facilitated by a National Compute Cluster will 
help sustain American competitiveness in the 
open-source market.

• International Network of AI Safety 
Institutes: US AISI is part of the International 
Network of AI Safety Institutes, launched 
in 2024.14 It must collaborate with the 
Network’s members on joint R&D projects, 
which could boost domestic capacities for 
innovation. As AISI reprioritises its areas 
of work, it must strategically seek out these 
international partnerships.
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Increasing Export Caps Through the 
‘Validated End-User’ Authorisation 
Programme

On 15 January 2025, the Bureau of Industry 
and Security released the Framework of Artificial 
Intelligence Diffusion (FAID) as the latest 
amendment to US export controls regulating 
the diffusion of advanced chips and computing 
capacity. The methodology adopted by FAID 
divides countries into three tiers. Entities based 
in top-tier countries are eligible for ‘Universal 
Validated End-User’ (UVEU) authorisation, 
which would allow them to manufacture, deploy, 
and export cutting-edge chips with negligible 
restrictions in top-tier countries.

c	 Countries	situated	in	the	middle-tier	of	the	FAID	are	not	eligible	for	UVEU	authorisation	and	are	limited	to	NVEU	authorisation,	
licensing	options	and	limited	exemptions.	The	FAID	emphasises	the	need	to	secure	government-to-government	agreement	between	
the	US	and	the	host	country	before	an	entity	from	a	middle-tier	country	can	apply	for	NVEU	status.	Furthermore,	US	companies	are	
required	to	keep	half	of	their	AI	compute	within	US	borders,	companies	in	top-tier	countries	are	required	to	keep	75	percent	of	their	AI	
compute	in	top-tier	countries	and	no	more	than	7	percent	in	any	one	middle-tier	country.	

While FAID has succeeded in setting clear 
standards for acquiring licences, a case-by-case 
approach towards middle-tier countries may be 
beneficial. Longitudinally, increasing the export 
cap on compute capacity from UVEUs to ‘National 
Validated End-User’c (NVEU) entities in countries 
that have economic and military agreements with 
the US should be considered. For instance, the 
export limit on compute for NVEU-authorised 
entities and one-time export licences for entities 
in middle-tier countries should be increased if the 
host country implements adequate protocols for 
cybersecurity, supply-chain independence from 
embargoed countries, physical systems security, 
and model weight security, among others.  

Adding Flexibility to Export 
Controls to Foster Strategic 
Partnerships
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Increasing compute export to large and strategic 
markets will ensure that favoured middle-tier 
countries, such as those participating in alliances 
like I2U2 (India, Israel, United Arab Emirates, 
and US), are better able to meet their compute 
requirements, ensuring a deeper integration 
into the US supply chain and meeting President 
Trump’s stated goal of sustaining American 
leadership in AI development.

Creating a Pathway to Acquire UVEU 
Authorisation

In order to cultivate a cooperative geopolitical 
and technological international order that 
disincentivises bad actors, US export controls 
should incentivise regulatory and governance 
alignment with strategic partners. Middle-tier 
countries may be more likely to establish supply-
chain independence from embargoed nations if 
a pathway exists for acquiring UVEU status.15 In 
the absence of such a pathway, private entities and 
countries in the middle tier may perpetually face 
uncertainties in developing local AI ecosystems 

which will, in turn, hinder the consolidation of a 
US-led global AI ecosystem. Formulating a path to 
a ‘Conditional Universal Validated End-User’ status 
for middle-tier countries based on government-to-
government agreements, compliance verification, 
and regularly validated security protocols should 
be considered in the forthcoming AI Action Plan.

Exempting Open-Weight Frontier 
Models

An exemption to US export controls in FAID 
applies to AI developers in middle-tier countries 
that develop open-source models, even when said 
models exceed the 1026 FLOPs limit.16 However, 
the recent release of open-weight models like 
DeepSeek R1 suggests that algorithmic distillation 
and optimisation techniques can be used to 
develop open models that are competitive with 
closed frontier AI models in the US. Since 
the release of R1, officials from South Korea, 
Australia, Italy and Taiwan have called to ban 
the use of Chinese frontier models selectively17 
whereas some US officials have demanded a 
complete ban of DeepSeek models in the US.18 
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While implementing national security measures 
is the prerogative of governments to prevent the 
malicious use of AI and illicit cross-border transfer 
of data, an outright ban of open-weight models 
can stifle research and innovation in the global 
AI sector, considering the innovations made by 
Chinese AI developers, which have also been 
highlighted by industry leaders in the US.19 

To facilitate collaborative research and 
development in line with the 2024 G7 
declaration,20 research and selective adoption of 
open-weight Chinese frontier models should not 

intensify restrictions on middle-tier countries in 
the FAID framework, provided all other security 
requirements for NVEU authorisation are met. 
Furthermore, narrowing US export controls 
to restrict the development of open models in 
middle-tier countries may counter US interests by 
allowing China to position itself as an alternative 
provider of open-source stacks.21 To avoid this 
scenario, international partnerships, accelerator 
programmes, and research collaborations can be 
used to cultivate an open-source ecosystem that 
aligns with US interests. Building on previously 
stated recommendations, the establishment of 
an International Democratic Compute Cluster 
between the US and key partners should be 
considered. 
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The recommendations outlined in 
this report are pursuant to the 
Trump administration’s objective 
of sustaining and enhancing US 
leadership in AI development. The 

recommendations articulate necessary regulatory 
tools like R&D initiatives, acceleration funds, and 
public-interest compute clusters while minimising 
the regulatory burden on AI developers based 
in the US. However, given that the AI supply 
chain and consumer base are globally distributed, 
sustaining US leadership will involve incentivising 
countries to integrate into the US AI ecosystem. 

To facilitate such integration, it can be useful to 
introduce gradations in the middle tier of FAID 
based on inter-governmental ties and agreements. 
Recent advances in open-weight frontier-model 
development in China present the possibility of 
an alternative AI ecosystem that is misaligned with 
the strategic and national security interests of the 
US and its allies. While narrow export controls 
may be effective in the short term, a balanced 
approach that accounts for the computing and 
infrastructure needs of geopolitically aligned 
countries may be more sustainable for ensuring 
US leadership.  

Conclusion
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