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The European Union A.I. Act 
2024: Understanding the Context 
and Exploring its Future

The European Union (EU) Artificial Intelligence Act is a landmark 
regulation capable of propelling the bloc to the forefront of AI governance. 
Implementing a novel risk-based tiered approach, the Act has the potential 
to become a policy template for other states aiming to regulate the 
development and use of AI. Although the regulation represents a pioneering 
effort in governing a technology as impactful as AI, it suffers from certain 
gaps such as rigid categorisations and asymmetric risk-assessment standards. 
This paper contextualises this regulatory approach within the EU’s broader 
digital policy landscape and analyses the strengths and weaknesses of the 
proposed risk-based framework.
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T he rapid development of artificial intelligence (AI) and 
generative AI platforms in recent years has served as a 
global wake-up call for the public and governments about 
the need to manage emerging, transformative technologies. 
At present, regulators around the world are working to 

formulate governance frameworks to tackle the highly dynamic field 
of AI. This dynamism is largely driven by the wide range of projections 
surrounding AI’s future trajectory. Industry leaders such as Sam Altman, 
CEO, OpenAI, paint an optimistic picture, stating that AI development will 
lead to the dawn of “The Intelligence Age”.1 Others, meanwhile, highlight 
the dangers of AI and warn that, without regulation, an “AI Fukushima” 
may be inevitable.2 The Centre for the Study of Existential Risk at 
Cambridge University, for instance, considers AI a potentially catastrophic 
threat to human civilisation.3 

Bold statements on both technological utopias and dystopias make it 
difficult to develop a cohesive picture of a plausible future. Yet, regardless 
of the divergent perspectives, studies have indeed established the need for 
effective regulation to tackle AI-driven issues such as labour displacement, 
asymmetric wealth transfer between nations, violations of civil and human 
rights, and environmental impact.4

To address these issues, governments have released guidelines for 
responsible AI development and participated in multilateral discussions on 
AI regulation. The results have largely taken the form of prescriptive ethical 
guidelines and transparency obligations, instead of legally binding rules. In 
2021, all 193 member states of the United Nations Educational, Scientific 
and Cultural Organization (UNESCO) adopted the ‘Recommendation 
on the Ethics of Artificial Intelligence’, which provided a roadmap for 
developing ethics guidelines for AI.5 In 2023, the Indian government 
published a proposal for the Digital India Act (DIA),6 informed by the 
governance principles outlined in NITI Aayog’s 2018 National Strategy for 
Artificial Intelligence.7 The DIA proposes a “principles and rules-based” 
approach, guided by openness, safety and trust, accountability, quality of 
service, and redress mechanisms.8 
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In the United States (US), the Trump administration has released an 
Executive Order on ‘Removing Barriers to American Leadership in 
Artificial Intelligence’, aimed at supporting and deregulating the AI 
industry.9 This pro-innovation deregulatory approach is in contrast to 
the earlier Executive Order issued by the Biden administration that 
emphasised safety, accountability, and transparency in AI development.10 
The shift away from AI safety principles is further underscored by the 
scrapping of the AI Risk Management Framework and Risk Management 
for Artificial Intelligence and Human Rights developed by the National 
Institute for Standards and Technology (NIST) and the US Department of 
State, respectively, under the previous US administration. To date, there 
has been no federal policy on AI regulation despite the introduction of 
over a thousand bills on AI policy in the US Congress.11 The White House, 
however, has opened the federal AI policymaking process to stakeholder 
consultation and is set to release an AI Action Plan.

In November 2023, the United Kingdom (UK) hosted the Bletchley 
Park AI Safety Summit. Subsequently, the government released its AI 
governance consultation outcome in February 2024, recommending five 
cross-sectoral principles: safety, security, and robustness; appropriate 
transparency and explainability; fairness; accountability; and governance, 
contemptibility, and redress.12 Most recently, in early 2025, France and 
India co-hosted the Paris AI Action Summit (PAIAS), where the declaration 
on “open, inclusive, transparent, ethical, safe, secure, and trustworthy” 
AI development was signed.13 PAIAS also marked a point of global 
divergence on AI regulation with the US and the UK abstaining from 
signing the declaration while announcing pro-innovation deregulatory 
approaches that align with their national interests. While European 
Union (EU) member states unanimously endorsed the PAIAS pledge, the 
EU simultaneously signalled a tilt towards deregulation. At the Summit, 
European Commission (EC) President Ursula von der Leyen stated that 
the EU needed to cut regulatory red-tape and announced an investment 
package of 200 billion euros to accelerate AI development and adoption.14 
As AI platforms become increasingly capable, their strategic significance 
for the global economy rises in proportion.
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In this policy landscape, the EU Artificial Intelligence (EU AI) Act is 
an important piece of legislation that establishes the world’s first legally 
enforceable regulatory framework for AI systems within the EU. In the 
global technology sector, the EU has come to occupy a leadership position 
in technology regulation. The EU General Data Protection Regulation 
(GDPR), implemented in 2018, quickly became a clarion call for data 
protection and the gold standard for measuring government policies 
globally.15 As the first enforceable legislation for AI development, the EU 
AI Act has the potential to become a governance template for other nations. 
To understand its relevance and potential impact, this paper examines the 
EU AI Act and its risk-based approach to regulating AI systems according 
to the level of risk they pose. 

The following sections explore the AI Act within the broader context of 
the EU’s Digital Strategy. The first section will focus on various directives 
and policies adopted by the EU throughout the past two decades that 
established the regulatory priorities outlined in the AI Act. The second 
section will explore the AI Act itself as well as the policy discussions leading 
to its ratification. The last section will analyse how industry leaders, and 
expert and civic groups have responded to the AI Act and its various 
provisions.
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In August 2024, the EU released the Artificial Intelligence Act, 
the world's first formalised legal and regulatory framework 
for governing AI systems.16 Initially proposed by the European 
Commission (EC) in April 2021, the AI Act came into force 
following a series of dialogues with member states, citizen groups, 

and industry consortiums.17 The AI Act is designed as a framework to 
govern AI systems across the public and private sectors. However, systems 
operating in domains such as national security and law enforcement 
remain exempt under specific conditions.18 The AI Act is the latest iteration 
of the broader Digital Strategy adopted by the EU over the past 25 years 
to harmonise the digital legislative frameworks of its member states and 
formulate a unified governance and enforcement mechanism.19 

e-Commerce Directive

The introduction of the e-Commerce Directive in 2000 was the first notable 
step taken by the EU to develop its digital strategy for the 21st century.20 
The Directive was designed to “create a legal framework to ensure the free 
movement of information society services between Member States,”21 with 
its scope remaining limited to online information services, online retail, 
online advertising, online professional services, and online contracting.22 
Articles 14 and 15 of the Directive set liability rules for online service 
providers, reflecting a preference for an outcome-based approach over 
preventive measures. Article 14 requires them to remove access to illegal 
content upon acquiring knowledge of it, exempting them from liability 
if they act promptly;23 and Article 15 prevents EU member states from 
imposing general monitoring obligations.24 

The e-Commerce Directive acted as a cornerstone of the EU’s digital 
strategy in the 2000s, as highlighted in the EU’s i2010 policy framework 
released in 2005.25 However, the preconditions for the risk-based approach 
of the EU AI Act subsequently emerged from an increased emphasis on 
end-user safety and broad-spectrum consumer rights protections in the 
EU’s Digital Agenda 2020 and accompanying policy reforms. This policy 
framework aimed to facilitate the secure and efficient movement of digital 
goods and services across national borders, improvement of the quality of C
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networks and services, establishment of a single consolidated EU market, 
and protection of human and civil rights.26 Several steps concerning 
consumer rights were taken. 

The GDPR and the Digital Single Market

The EU’s preventive approach is exemplified in Regulation (EU) 
2016/679 or the General Data Protection Regulation (GDPR) released 
in 2016.27 The GDPR was introduced based on the stipulation in Article 
8 of the EU Charter of Fundamental Rights on the protection and 
responsible processing of EU citizens’ personal data.28 Signalling the EU’s 
precautionary approach, the GDPR puts forth regulations on the collection 
and processing of personal data,29 enshrines rights of data subjects, and 
establishes the principle of “data protection by design” for online service 
providers.30 

Subsequently, the Digital Single Market (DSM) Directive, released in 
2019, addressed the deregulatory approach of the e-Commerce Directive 
regarding limited liability of online service providers. Article 17 of the DSM 
Directive specifies that online service providers must take steps to acquire 
authorisation from copyright holders before making user-generated 
content available in the public domain to prevent copyright infringement.31 
As legal scholar Gerald Spindler notes, this provision identifies service 
providers as active participants as their operation includes “making 
available to the public” content that may be protected by copyright, thus 
holding them liable for copyright infringement taking place on their 
platforms.32 Although this approach imposed on large service providers the 
monumental task of filtering and categorising millions, if not billions, of 
user-generated items posted on their platforms every day, it highlighted a 
policy shift towards a precautionary approach in the EU’s Digital Strategy.

Digital Services Act Package

The next set of regulations aimed at protecting the rights of users was the 
Digital Services Act Package, comprising the Digital Market Act (DMA) 
and the Digital Services Act (DSA), adopted by the European Parliament 
in 2022 and released as a single set of rules applied to the EU market.33  C
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The DMA aims to identify ‘gatekeepers’ in the digital market and 
prevent the creation of monopolies and so-called ‘digital walled gardens’ 
by enshrining a set of compliance obligations.34 In terms of impact, the 
European Commission initiated proceedings against US-based companies 
Alphabet, Apple, and Meta in March 2024, based on concerns of non-
compliance with the obligations specified in the DMA.35

While the DMA established the liability of ‘gatekeepers’, the DSA sought 
to introduce liability standards that the e-Commerce Directive had left 
unaddressed.36 Media scholar Amélie P. Heldt has identified disinformation 
and its associated harms as primary causes necessitating the ratification 
of stricter liability standards, as presented in the DSA.37 Learning from 
the criticisms of legislations proposed by member states, the European 
Commission opted to take a more controlled approach with the DSA.38 It 
did not add general monitoring mandates but expanded the operating 
standards for service providers regarding the takedown of illegal content.39 
The DSA demanded that service providers make online recommender 
systems more transparent. Additionally, the DSA introduced compliance 
obligations for risk management and assessment for very large online 
platforms (VLOPs).40 Online traders and sellers are now also subject to 
wide-ranging due diligence and transparency obligations.41 

The EU’s regulatory approach, in place till it was superseded by the AI 
Act, provides the rationale behind the outcome-oriented and risk-based 
framework within which the EU AI Act was crafted. First, the amendments 
and reforms made to the provisions laid out in the e-Commerce Directive 
of 2000 targeted specific domains such as copyright (through the DSM 
strategy), indicating a reluctance to overregulate and a collaborative 
attitude towards the industry. Through the DSA, the liability system for 
service providers also focused on improving end-user redress mechanisms 
and establishing compliance regimes, instead of imposing proactive content 
monitoring mandates.42 Second, compared with the legislations passed 
by countries like Germany and France that were criticised as attempts at 
“overpolicing”, the European Commission took an ostensibly balanced 
approach with the DSA limiting new obligations to online marketplaces. 
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Third, the DSA and the GDPR were enshrined based on the principles 
stated in the EU Charter of Fundamental Rights. The consumer-focused 
approach of the DSA, the GDPR, and even the DMA makes a strong 
reappearance in the risk-based categories outlined in the 2024 AI Act and 
the preceding discussions between policymakers, expert groups, business 
consortiums, and civic groups.
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Objectives of the AI Act

In 2020, the White Paper on Artificial Intelligence, published by 
the European Council, highlighted the risks posed by AI systems to 
the fundamental rights of EU citizens outlined in the EU Charter.43 
Additionally, the paper emphasised the need for increased investment in 
the AI sector to support EU’s competitiveness against the tech sector in 
North America and Asia.44 Since 2018, the need for increased investment 
and broader socioeconomic adoption of AI has been a central theme in AI 
policy discussions, as outlined in the European Commission’s Coordinated 
Plan on Artificial Intelligence.45 To address these issues, the EU AI Act aims 
to establish a horizontal regulatory framework across the EU to prevent 
the fragmentation of the EU single market due to the distributed nature of 
AI development and deployment.46 The AI Act is based on provisions from 
the Treaty on the Functioning of the European Union (TEFU), specifically 
Article 16 that enshrines the protection of EU citizens’ personal data and 
Article 114 that authorises the EU legislator to harmonise national laws 
and regulations for establishing and ensuring the functioning of the EU 
internal market.47 

Prior to the AI Act, the European Commission used a ‘soft-law’ approach 
based on the 2019 Ethics Guidelines on Trustworthy AI, prepared by the 
High-Level Expert Group on Artificial Intelligence (AI HLEG), set up 
by the Commission in 2019. The AI HLEG proposed seven non-binding 
guidelines: human agency and oversight; technical robustness and safety; 
privacy and data governance; transparency; diversity, non-discrimination, 
and fairness; societal and environmental well-being; and accountability.48 
Based on the AI HLEG guidelines, public consultations, and an impact 
assessment study published in 2020,49 the European Commission adopted 
a tiered risk-based approach for regulating AI systems.

Regulating AI Through a Risk-Based Approach

The AI Act presents itself as adopting “a clearly defined risk-based 
approach” to enshrine “proportionate and effective” set of rules for AI 
systems.50 Novelli et al. have noted that risk-based approaches involve T
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three phases: risk assessment and categorisation; impact assessment; and 
risk management.51 By adopting a risk-based approach, the regulation first 
considers risk as a regulatory concern.a The risk categories of the AI Act are 
designed by calculating the foreseeable risk of AI systems causing degrees of 
harm to the health, safety, and fundamental rights of individuals. Based on 
the calculation, AI systems seen as posing unacceptable risk are prohibited. 
Systems seen as posing tacitly acceptable risks are further categorised into 
‘high-risk’, ‘moderate risk’, and ‘limited risk’ systems.

In terms of risk management, law and economics scholar Cary Coglianese 
states that risk-based approaches can broadly take four forms: eliminating 
all risk; reducing risk to an acceptable level; reducing risk till costs are 
feasible; and balancing risk reduction with cost of regulation.52 As the 
following sections will show, the AI Act relegates the most ubiquitous types 
of AI systems (e.g., LLMs and chatbots) to ‘moderate risk’ and ‘limited risk’ 
categories with lighter compliance obligations, and reserves the higher 
categories with stricter rules for systems posing the risk of severe harm. 
The tiered design of the AI Act helps reduce unnecessary regulatory 
burden and cost of regulation. By enshrining a ‘proportionate and 
effective’ framework, the AI Act seeks to avoid overregulation and create a 
conducive environment for innovation. 

Risk Category: Unacceptable Risk

The definition of AI systems in the Act is based on their ability to operate 
with varying levels of autonomy from human intervention due to their 
adaptiveness and self-learning capabilities.53 The Act further characterises 
AI systems as having the ability to derive models or algorithms and 
draw inferences through the process of “obtaining the outputs, such as 
predictions, content, recommendations, or decisions, which can influence 
physical and virtual environments.”54 AI systems that fall within the 
purview of the Act may either be products in themselves or components of 
a product.55 

As the first priority, the regulation explicitly bans the use of AI systems that 
pose unacceptable risk to the safety, livelihoods, and rights of EU people.56 

a  The AI Act defines ‘risk’ as the likelihood of foreseeable or possible harm transforming into 
actual harm, whether it is physical, economic, or psychological.
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The scope of this category extends to systems that employ subliminal 
techniques and are used for social scoring, and those designed to conduct 
real-time biometric identification in public spaces.57 The regulation defines 
subliminal techniques as “manipulative or deceptive techniques that 
subvert or impair person’s autonomy, decision-making or free choice in 
ways that people are not consciously aware of.”58 For systems employing 
subliminal techniques that pose unacceptable risk, the regulation cites 
examples such as ‘machine-brain interfaces’ and virtual reality, revealing a 
future-oriented and anticipatory approach towards dangers that are in the 
speculative realm so far.59 While efforts to minimise such dangers should 
be appreciated, this categorisation does raise the question of whether the 
AI Act is instituting unnecessary roadblocks for platforms (‘machine-brain 
interfaces’ in this case) that are still in their infancy. 

Another type of AI systems that are prohibited under the AI Act involves 
those designed for ‘social scoring of natural persons’,60 likely an implicit 
reference to the social scoring system in China that has received widespread 
scrutiny.61 The regulation bans AI systems that use data points on “social 
behaviour in multiple contexts or known, inferred or predicted personal 
or personality characteristics” to classify individuals or groups in ways that 
can lead to detrimental outcomes.62 In a move reminiscent of the 2002 sci-
fi film, Minority Report, the AI Act also prohibits predictive assessments by 
AI regarding a person’s potential future criminal behaviour or their use 
in legal proceedings against persons who have not actually committed any 
crime.63 The prohibition of social scoring is related to the unacceptable 
risks of mass surveillance, prompting a ban on the indiscriminate scraping 
of facial images from the internet or CCTV footage to expand facial 
recognition databases.

High-Risk Systems

Following the prohibition of AI systems posing unacceptable risk, the AI 
Act enshrines the classification of high-risk AI systems. Such systems are 
distributed along eight categories.64 These include biometric identification 
technologies like remote identification and emotion recognition, permitted 
for law enforcement under strictly defined conditions. High-risk 
classification also covers AI used in critical infrastructure management, T
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educational and vocational training contexts, and employment contexts 
such as candidate recruitment, evaluation, and monitoring. Systems 
determining access to public services, benefits, emergency services, credit 
scoring, and insurance are also classified as high-risk. Additionally, law 
enforcement tools for victim or crime assessment, polygraph-like tools, 
evidence evaluation, and risk assessments also fall in this category. AI 
systems used in migration and border control for risk assessment and 
application processing as well as in judicial systems for legal research or 
influencing elections and voter behaviour are included.65 General-purpose 
AI models trained with over 10²⁵ floating point operations (FLOPs) may 
also be deemed high-risk under the AI Act.66

Limited-Risk and Minimal-Risk Systems

The AI Act enshrines categories of ‘limited risk’ and ‘minimal risk’ for AI 
systems that do not pose any significant foreseeable threat to the rights 
and freedoms of people. The ‘limited risk’ category includes systems like 
chatbots, synthetic content such as deepfakes, AI-edited or AI-altered 
content, and biometric and emotional identification systems that require 
user consent.67 As the name suggests, ‘minimal risk’ systems are those that 
pose no meaningful threat to users. This category includes tools such as 
spam filters and ad blockers.68

Exemptions and Compliance Obligations

The aforementioned use cases of high-risk AI systems (stated in Annex III 
of the AI Act) have some built-in exemptions for systems that only perform 
procedural tasks and inconsequential actions.69 Providers of AI systems 
that do not meet the exemption criteria have to meet extensive compliance 
requirements. General-Purpose Artificial Intelligence (GPAI) models with 
high compute are subject to similar requirements and must additionally 
provide appropriately detailed summary of the data used for training 
the models. Compliance requirements for AI systems in the limited-risk 
and minimal-risk categories are confined to transparency obligations. For 
generative AI models and systems used to generate synthetic content, 
providers must watermark the AI-generated or AI-edited content, inform 
users that they are interacting with an AI system, and acquire user consent 
when deploying systems that require biometric identification.70
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Clear Objectives and Regulatory Priorities

As policy scholar Daniel Mügge notes, the dynamism of the AI sector forces 
policymakers to rely on speculative projections about the risks and benefits 
of AI systems.71 For instance, despite being the global leader in terms of 
research and innovation, the US still lacks a federal regulation on AI. 
The AI regulatory landscape in the US consists of a patchwork of various 
state-level regulations. In contrast, the EU AI Act, with its risk-based 
approach, provides a clearer set of regulatory objectives and priorities 
for the EU to harmonise and “rationalise” government interventions.72 
Additionally, as previous sections have shown, the AI Act uses a balanced 
and proportionate approach for risk identification and classification, 
and for distributing regulatory burden, allowing for an efficient use of 
government resources.73 The Act has also been recognised for promoting 
the concept of collaborative governance for AI systems.74 Efforts on 
holding multistakeholder public discussions and formation of diverse 
expert groups ahead of the release of the regulation increase confidence 
and trust in the regulatory process. 

Another strength of the Act is its realist stance on the global AI race. 
Although the regulation repeatedly and consistently emphasises risks of AI 
and prevention of harm to individuals, the policy discourse surrounding 
the AI Act has been focused on ensuring the “broadest possible uptake of 
AI in the [EU] economy.”75 

The AI Act correctly leaves room for further amendments and iterations 
to its risk categories based on annual reviews, avoiding misidentification 
of AI systems and unnecessary regulatory hurdles for AI developers. 
However, as the following sections will show, the realist stance of the AI Act 
also leaves room for drawbacks, such as rigid risk categories and lacklustre 
risk-benefit analyses, that question the Act’s purportedly proportional 
approach. Additionally, implementation challenges can hinder the 
effectiveness of the regulation. 
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Lack of a Cohesive Regulatory Vision

As mentioned earlier, the AI Act is an attempt to implement a “proportionate 
and effective” regulatory approach designed to responsibly promote 
competitiveness in the EU tech sector and reduce regulatory burden on 
AI developers. However, stimulating continent-wide innovation requires 
a cohesive economic approach complementing regulatory measures. 
This includes establishing adequate implementation and compliance 
mechanisms, securing risk-tolerant funding for startups and small and 
medium-sized enterprises (SMEs), investing in infrastructure to support 
the compute and energy requirements of AI developers, and public 
consultations that equitably represent stakeholders’ interests. Although the 
EU AI Act is an attempt at formalising a streamlined horizontal approach 
to prevent regulatory overlap and friction between EU member states, 
critics have noted that the Act in conjunction with guidelines like the 2025 
AI Code of Practice (the Code) and the 2022 AI Liability Directive falls 
short of establishing an innovation-friendly framework.76 

The Code has received pushback from AI sector leaders and rights groups 
for proposing untenable compliance requirements and underrepresenting 
civil society stakeholders and SMEs during consultation rounds.77 Moreover, 
the Code (in addition to the AI Act) will be applicable to AI systems if their 
output is used within the EU, irrespective of the location of their developers 
or deployers.78 Consequently, the US Mission to the European Union has 
characterised the Code as a proxy tariff on US AI firms that are leading 
global AI development due to its cross-border scope.79 Unlike the GDPR 
that popularised the Brussels Effect80 and positioned the EU as a leader in 
global tech regulation landscape, attempting to control the trajectory of AI 
development—wherein industry leaders are almost exclusively American 
or Chinese firms81—may have little impact beyond delaying the entry of 
foreign AI models into the EU market and pushing native enterprises to 
more permissive markets. 

The implementation of the AI Act has also been experiencing roadblocks 
across member states as the European Committee for Standardization 
(CEN) and European Committee for Electrotechnical Standardization 
(CENELEC) reported that the development of technical standards to be F
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used by AI developers for compliance―expected to be released in August 
2025—will likely be delayed by a year.82 The AI Liability Directive, proposed 
by the European Commission in 2022 to harmonise civil liability rules for 
AI-related harms, has also been rescinded in 2025 due to disagreements 
among EU member states. Further, the appointment of fundamental rights 
bodies by EU member states mandated in the AI Act has also been running 
behind schedule, signalling a lack of shared priorities.83 

Generality and Ambiguity of Risk Categories

The primary drawback of the AI Act stems from its effort to harmonise 
regulations across the EU. The optimisation towards harmonisation 
limits the regulation in many cases to the use of blanket categories and 
ambiguous language. For instance, the definitions of ‘harm’ and ‘high-risk’ 
remain unclear, given that Annex III identifies entire fields of application 
as high-risk while simultaneously exempting AI technologies solely used 
for military purposes.84 Veal and Borgesius have noted the problematic 
approach to assessing harm caused by AI systems;85 the Act sees harm as an 
outcome occurring in a small and defined timescale caused by a single or 
a small set of definitive events. Instead, they argue, “harm can accumulate 
without a single event tripping a threshold of seriousness, leaving it 
difficult to prove.”86 Such “cumulative harms” often depend on several 
factors such as personal inclinations of users and algorithmic optimisations 
towards user engagement.87 

A narrowly defined concept of harm thus dilutes enforcement by ignoring 
long-term behavioural distortions. An example of this issue can be found in 
Annex III of the Act, which describes the scope of the ‘high risk’ category. 
The Act states that systems intended to be used for affecting “voting 
behaviour” will be categorised as ‘high risk’.88 However, the Act does not 
provide any examples of use cases or operational scenarios depicting how 
AI systems may affect people’s voting behaviour. This omission raises 
questions about such systems as algorithmic recommender systems. 

The AI Act classifies AI systems used for creating deepfakes and synthetic 
information and recommender systems as limited-risk and minimal-risk 
systems, respectively. However, algorithmic systems deployed by social F
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media platforms have been playing an increasingly important role in 
sociopolitical discourse; their role in exacerbating political polarisation 
has been acknowledged by researchers.89 For instance, Elon Musk’s social 
media platform X has been identified as playing a non-trivial role in 
affecting the 2024 US presidential election as well as exacerbating political 
tensions in foreign nations.90 

Algorithmic recommender systems are optimised to maximise 
engagement and outrage is an excellent indicator of engagement.91 If a 
malicious actor does intend to deploy AI systems in this manner, as Veal 
and Borgesius have argued, the cumulative effects of such systems may 
manifest in timescales beyond the scope of the AI Act.92 This lack of clarity 
in the Act raises questions about the regulatory stance on AI systems used 
on social media platforms. 

Arguably, the most striking example of blanket categorisation in the 
absence of empirical evidence is the prohibition of subliminal manipulation 
techniques in the AI Act. The regulation specifically mentions platforms 
like brain-computer interfaces (BCIs) and virtual reality (VR) as posing 
unacceptable risk. The risk factor is the ability of BCIs and VR to manipulate 
end users, channelling stimuli outside of conscious perception.93 Although 
attempting to mitigate such entrenched risks is useful, it should be noted 
that BCI and VR platforms that could pose such risks do not exist yet. 

The efficacy of advanced BCI platforms currently being developed is 
limited and highly specific to neuromuscular rehabilitation and restoration 
of motor functions.94 A promising modality for BCI development gaining 
traction today focuses on vision restoration.95 Any BCI technology for 
this purpose will require a two-way connection between a machine and 
the nervous system, specifically the visual cortex. The presence of this 
connection also opens a possible avenue for subliminal manipulation. This 
possibility has led to the emergence of policy considerations regarding 
the protection of ‘neuro rights’.96 Simultaneously, the Act relegates AI 
tools like recreational chatbots to limited- and minimal-risk categories. 
However, recent events, such as a lawsuit against the company Character 
AI over acute mental health risks posed by its chatbot, indicate that AI 
manipulation may not be limited to subliminal stimuli.97 Such cases, while F
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specific, highlight the presence of unprecedented risk factors and unknown 
unknowns, necessitating a more flexible categorisation to achieve the AI 
Act’s objective of proportionality. 

A responsible approach to handling such specialised domains will 
require ongoing dialogue and evaluation of platforms on a case-by-case 
basis. Instead, the AI Act paints with a broad brush, without clarifying 
any parameters or criteria for what causes a risk factor to become 
unacceptable.98 A premature prohibition of modalities that are central 
to technology platforms will do little beyond stifling innovation. This 
limitation in the AI Act also extends to VR, identified as a platform that 
can pose unacceptable risk, despite its market penetration not yet reaching 
a level that warrants such concerns. 

The two instances mentioned above raise the broader question of why 
this risk category was outlined in the first place, if it specifies use cases that 
have not developed to cause any actual harm. One possible explanation 
is that the objective of the AI Act is to present itself as a safeguard against 
unethical practices, fostering a more receptive environment for public and 
private investments in AI.99 Two interrelated elements are relevant in this 
respect: the risk acceptability and the broader ethical principles of the AI 
Act. 

Asymmetric Ethical Standards

The concept of risk acceptability is crucial for facilitating discussions 
on AI trustworthiness. This approach was adopted by the AI HLEG 
while developing ethical principles to guide AI regulation in the EU. 
Simultaneously, applying the risk acceptability criteria first necessitates 
identifying the stakeholders for whom the risk should be deemed 
acceptable. An obvious explanation is that potential risks should primarily 
be acceptable to the public or end users as long as they align with the law. 
However, as policy scholars Laux et al. have noted, trustworthiness and 
risk regulation are multilayered governance factors. They argue that the 
trustworthiness of an AI regulation depends on “causal relationships”, 
such as trust in public institutions, confidence in the regulatory process, 
belief in a regulation’s objectives and effectiveness, and society’s overall 
attitude towards technology.100 
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The AI Act adopts a paternalist (as opposed to participatory) approach to 
risk regulation by establishing an “epistemic asymmetry of laypeople versus 
experts” that could lead to political asymmetry in the future.101 In other 
words, the risk-based approach of the Act creates room for misalignments 
between public perception of risk and expert assessments.

Further asymmetries emerge if the AI Act is evaluated in relation to the 
role of the EU in the global AI race. Despite being home to some of the 
largest Western economies, none of the world’s 10 biggest AI companies 
are headquartered in the EU.102 The 2024 Mario Draghi Report on 
European Competitiveness, which argued for an aggressive change in 
the industrial policy of the Union, highlighted the EU’s lagging position 
in AI development specifically and technology in general.103 The report 
also highlighted the lack of consistent financing for startups and frontier 
tech SMEs, onerous compliance regimes (including the AI Act), migration 
of startups to less risk-averse capital markets like the US, and Europe’s 
dependence on foreign tech infrastructure and supply chains as significant 
bottlenecks for its innovation ecosystem.104 Following the release of the 
report, EU officials have publicly supported and advanced initiatives like 
the EU-HPC (High-Performance Computing) and EuroStack to accelerate 
technology development in the region.105 

While the aforementioned initiatives are new, the inertia in the EU’s AI 
industry was noted in the 2020 White Paper on Artificial Intelligence, 
published by the European Commission, that acknowledged the EU’s 
unfavourable position. Nevertheless, the EU has taken the lead in developing 
governing principles for AI systems, based on ethical principles, while 
avoiding overregulation. To advance this objective, as mentioned in previous 
sections, the European Commission established multistakeholder groups 
like the AI HLEG that formulated ethical guidelines for ‘trustworthy AI.’106  
However, the guidelines were criticised as the composition of the AI HLEG 
was seen as overrepresenting industry members and underrepresenting 
academia and civil society.107 Thomas Metzinger, an ethical philosopher and 
former member of the AI HLEG, has characterised guiding principles like 
trustworthiness as attempts at “ethics washing”;b he also termed AI ethics 

b Ethics washing, similar to the concept of greenwashing, refers to performative actions by 
companies and regulators that signal a commitment to governing principles like trustworthiness 
to allay public scepticism. Metzinger’s comments were made in reference to the emphasis 
placed on governing principles like trustworthiness in the EU AIA while prohibitions against 
controversial AI platforms like autonomous weapon systems were diluted seemingly due to 
industry intervention. See: https://www.cambridge.org/core/journals/asian-journal-of-law-and-
society/article/on-the-governance-of-artificial-intelligence-through-ethics-guidelines/992BD33C
A7CBBE83E2FBBF6B0179896C 
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debates held in the EU as “marketing ploy[s]” to facilitate the creation of 
future markets for AI developers.108

The regulatory scope of the AI Act also presents indicators of possible 
epistemic and political asymmetry. In 2022, the European Parliament 
Committee on Legal Affairs (CLA) urged the Committee on the Internal 
Market and Consumer Protection and the Committee on Civil Liberties, 
Justice, and Home Affairs to remove regulatory exemptions for AI systems 
used by the national security and military apparatus of EU member 
states from the AI Act.109 The Act repeatedly emphasises the protection 
of consumer rights, civil liberties, fundamental rights, and principles like 
transparency and trustworthiness as a priority. However, the European 
Parliament’s generalised approach to maximising harmonisation prevented 
it from adopting the amendment proposed by the CLA. 

When the decision to not adopt the CLA recommendation is seen in 
conjunction with the previously mentioned prohibition of certain AI 
systems (concerning subliminal manipulation via BCIs and VR) that 
have not evolved enough to pose a credible threat to the public, the AI 
Act falls short of presenting a principled regulatory vision. Nevertheless, 
shortcomings of the regulation can be addressed through the provisions 
of the final text of the EU AIA, such as in articles concerning review and 
evaluation, that mandate the European Commission to annually evaluate 
the list of prohibited systems, high-risk systems, add new use-cases, modify 
existing categories and remove categories.110 Given that AI developers and 
deployers had been given 36 months to set up compliance mechanisms, 
definitive conclusions on the efficacy of the AI Act will have to wait until 
impact assessments are conducted in the future.
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T he EU AI Act is a pioneering regulatory effort to control 
the unpredictable dynamism of AI development. Being 
the first legally binding framework for governing AI, the 
Act is emblematic of the EU’s leadership position in global 
technology governance. Resulting from over two decades 

of Digital Strategy evolution, the risk-based approach of the AI Act—
much like the GDPR—establishes a potential policy template for other 
governments. By enshrining a tiered classification of AI systems, ranging 
from unacceptable risk to minimal risk, the Act can increase enforcement 
efficiency by clarifying and rationalising regulatory priorities. 

The AI Act should also be commended for attempting to balance 
innovation with safety by identifying risks to fundamental rights and 
consumer rights from AI systems as a regulatory concern. However, the 
AI Act is not without its limitations: the narrow definition of ‘harm’ in 
the AI Act limits harm assessment to events occurring in a short timescale 
triggered by definitive events;111 the risk categories enshrined in the Act 
at times rely on speculative harms and untested scenarios, potentially 
imposing unnecessary regulatory obstacles on nascent technologies by 
anticipating use cases without empirical evidence; and the AI Act’s expert-
driven tiered approach can create asymmetries between public perception 
and official assessments of acceptable risk.112 

The following recommendations are designed to address the 
aforementioned issues with the AI Act.

a. Refine the definition and assessment criteria of 
'harm'.

The AI Act needs to address cumulative harm caused by AI systems, instead 
of relying solely on its current event-based interpretation, which identifies 
harm through specific incidents. Timescale issues can be addressed 
through operational scenarios and illustrative use cases for prohibited 
and high-risk AI systems, as released by the EC, helping clarify regulation 
enforcement and reduce ambiguity in AI development. Given that the AI 
Act sees interference in election processes and voting behaviour as a high-
risk area, the definition of harm should include cumulative and longer-R
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term effects on individuals, groups, and democratic processes. Additionally, 
the EC should establish multidisciplinary forums—in addition to the AI 
HLEG—comprising economists, human rights scholars, social scientists, 
and technologists to delineate gradations of harm (such as cumulative or 
instantiated) and proportionate regulatory responses for future iterations 
of the Act. 

b. Clarify risk category thresholds.

Future iterations of the AI Act need to address certain AI use cases 
mentioned in the ‘unacceptable risk’ category. Risks posed by AI systems 
should not be underestimated, particularly when considered in conjunction 
with invasive technological platforms like BCIs and VR. However, the 
ambiguous language of the regulation creates unnecessary uncertainties 
and regulatory walls for nascent technologies that can make contributions 
to society, particularly through medical applications, for example. If certain 
AI systems or components are seen as posing unacceptable risk, the EU 
needs to provide exhaustive explanations and risk benchmarks for such 
classification through expert and civic consultations. To ensure that the 
proposed regulatory methods are feasible for mitigating potential future 
harms, the EU needs to develop evidence-based methodologies to explicate 
when and how AI systems cross the risk thresholds. Establishing more 
rigorous and transparent standards for risk assessment and management 
would allow the EU to avoid overregulation and address tangible risks 
posed by AI systems. 

c. Improve stakeholder participation and diversity.

The explicitly risk-based approach of the AI Act requires standards of risk 
acceptability to be established in a democratic and transparent manner. 
A top-down paternalist approach can create misalignments between 
public expectations and governance mechanisms.113 The EU needs to 
move towards a more participatory approach that incorporates public 
opinion and diverse viewpoints in the regulatory process. This can be 
achieved by establishing engagement mechanisms for non-industry 
stakeholders to foster inclusive and democratic dialogues. Beyond expert 
consultations, the EC should establish deliberation forums for citizens, R
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consumer advocacy groups, academia, and civil society organisations 
to raise concerns and interrogate the trade-off between innovation and 
foreseeable risk. Moreover, online platforms and forums can be created to 
solicit public feedback, understand concerns, and inform the public about 
emerging AI technologies and upcoming regulatory changes. By investing 
in transparent and participatory governance processes, the EU can better 
align regulations with public expectations to reinforce the legitimacy of its 
AI governance framework.

d. Create a participatory global regulatory 
ecosystem.

Since AI development and its associated risks are rarely confined to 
national borders, the EU should proactively coordinate with international 
partners and standard-setting bodies. This can include establishing a liaison 
office, in addition to the proposed EU AI Office, dedicated to technology 
diplomacy and cross-border coordination efforts. Given the EU’s 
pioneering efforts in technology regulation, it could spearhead the creation 
of international working groups, along with emerging players in the 
field like India and the UAE, to harmonise transparency standards, align 
classifications of risk, develop inclusive and diverse ethical standards, and 
establish cross-border end-user redress mechanisms and interoperability 
standards for compliance tools. 

Collaboration between the EU and emerging frontier technology markets 
like the UAE and India can be supported through existing projects like 
the India‒Middle East‒Europe Economic Corridor (IMEC) that targets 
connectivity as a core mission.114 The co-hosting of 2025 PAIAS by 
France and India further indicates Europe’s interest in liberalising trade, 
connectivity, and technology diplomacy with India. As part of its Middle 
East engagement, the PAIAS also saw the signing of MoUs between France 
and the UAE for investments in AI and energy infrastructure.115 The 
three jurisdictions are also more aligned on responsible AI development, 
compared with the US and the UK, which have shifted focus away from 
safety and ethical considerations. Using existing alliances and strategic 
platforms for creating a globally united front through common reference 
points and interests can help reduce conflicting rules across jurisdictions 
and encourage responsible innovation.
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Adopting the recommendations mentioned above will allow the AI Act 
to adapt to evolving social-technical realities. The iterative design of the 
AI Act, with annual review processes and regular impact assessments, 
will help alleviate concerns regarding definitions and enforcement  
mechanisms, and enable a fair and equitable distribution of regulatory 
burdens. The possibility of the AI Act becoming a regulatory template for 
other jurisdictions will ultimately depend on whether the regulation is able 
to evolve in conjunction with public sentiment and industry changes.

Siddharth Yadav is Fellow, Emerging Technologies, ORF Middle East.
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