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THE COUNTDOWN TO THE INDIA AI Impact Summit 2026 

is nearly over. Scheduled to be hosted by India in New Delhi 

on 19–20 February 2026, the Summit will be the largest-ever 

gathering of AI stakeholders in the world. The convening is the 

fourth in a series of annual international AI Summits, the first 

of which took place in the United Kingdom in 2023; the second 

in South Korea in 2024; and the third in France in 2025, with 

India as co-chair.

Across these three years, there has been a marked increase 

in global interest and representation at the Summits: from 28 

states and a few tech companies taking part in 2023;1 to more 

than 100 states and a host of tech organisations, multilateral 

bodies, and civil society organisations (CSOs)—over 1,000 

representatives in all—attending the Paris Summit in 2025.2,3  

The numbers are expected to be even higher in the New Delhi 

gathering.

The emphasis has shifted too. In the initial years, the overriding 

concern was around AI safety and regulation—the curbs and 

guardrails that AI development requires.  Conversations then 

transitioned to a focus on the actions being taken to build 

and govern AI. Four years into the deliberative process, with 

AI use having become widespread, India views this moment as 

opportune for nurturing a better understanding of the impact 

of AI.4 The emphasis on AI safety and governance, though, will 

continue to retain their importance.  
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Importantly, this is the first AI Summit to be hosted by a country in the Global South. A 

primary point of focus will be how AI can support the Global South’s development and 

growth. With the broad theme, ‘Welfare for All, Happiness of All’, and the guiding mantra 

of ‘People, Planet, Progress’, the Summit weaves a concern for the Global South into the 

very fabric of its design. The seven chakras or thematic pillars of the conference are: 

(1) Human capital; (2) Inclusion for social empowerment; (3) Resilience, innovation and 

efficiency; (4) Promoting scientific cooperation; (5) Democratising AI resources; (6) AI for 

economic development and social good; and (7) Safe and trusted AI.5 Taken together, 

their developmental and social-economic-environmental imperative is apparent.

Another centrepiece of the Summit will be India’s effort to position itself as the “AI 

use case capital of the world.”6 Its sheer size and scale are an advantage: with India’s 

multiple demographic, economic, and consumer groups, it would not be an overstatement 

that if an AI solution succeeds in India, it might find application in other geographies 

across the globe. Conversely, AI tools developed in other parts of the world, if adapted, 

are likely to find practical use in India. Showcasing AI use cases, and promoting related 

knowledge exchanges, will thus be a core priority.

Between August 2025 and January 2026, Observer Research Foundation (ORF) hosted 

a series of pre-Summit events on many of the above themes and allied issues. Held in 

different parts of the world, the convenings brought together AI experts from governments, 

businesses, CSOs, think tanks, and academia. Their insights, and the points of consensus 

achieved, will inform deliberations at the New Delhi gathering, and contribute towards the 

Leaders’ Declaration with which the AI Impact Summit will conclude.

This report compiles the principal takeaways and recommendations from ORF’s 22 

pre-Summit events, and acts as a ready reckoner for the AI-related opportunities and 

challenges that confront the world today.

Pre-AI Summit Events 
Hosted by ORF
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BETWEEN AUGUST 2025 AND JANUARY 2026, ORF and its 

partners organised 22 pre-Summit events across locations in 

the Global North and Global South. These engagements sought 

to address themes aligned with the Summit’s priorities, were 

widely attended by prominent AI stakeholders, and resulted 

in rich insights and recommendations. The following table 

presents an overview of the events.a

a	  The Annex to the report provides details of the main issues discussed at each event.
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Convening Date Location ORF Partners

1
India-AI Impact Summit: 
Aspirations and Ambitions

14 Aug 2025
New Delhi, 
India

2
AI and Sustainability: Code, 
Compute, Conserve

4 Sep 2025 Nagpur, India IIM Nagpur

3 India Day @ UNGA 24 Sep 2025 New York, US
Reliance Foundation; 
United Nations in India

4
At the Heart of Development: 
Aid, Trade, and Technology

24 Sep 2025 New York, US
Reliance Foundation; 
United Nations in India

5
The AI Imperative: Dial LLM for 
Growth – Raisina Forum for 
Future of Diplomacy

4 Oct 2025
New Delhi, 
India

Ministry of External 
Affairs, Government of 
India

6

A New Reckoning: The Dual-
Use Implications of Frontier 
Technologies – Raisina Forum 
for Future of Diplomacy

5 Oct 2025
New Delhi, 
India

Ministry of External 
Affairs, Government of 
India

7
AI@India: Work, Markets, and 
Cities in Transition

1 Nov 2025 Odisha, India XIM University

8
Towards Inclusive, Responsible 
and Impactful AI Cooperation: 
Expectations from 

3 Nov 2025 Cairo, Egypt
Egyptian Centre for 
Economic Studies (ECES)

9

V Spain–India Forum: 
Technological Innovation as a 
Driver of Development in the 
Health Sector

5 Nov 2025
Barcelona, 
Spain

Fira Barcelona; SmartCity

10

V Spain–India Forum: AI 
Governance, Talent and 
Knowhow: Towards a 
Knowledge Economy and 
Spain–India Innovation 
Ecosystems (in-person)

5 Nov 2025 
Barcelona, 
Spain

Fira Barcelona; SmartCity
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11
Women’s Health Futures: 
Innovation, Equity, and Lifelong 
Wellbeing

8 Nov 2025
New Delhi, 
India

Manchanda’s Endoscopic 
Center (MEC)

12
AI as a Teacher’s Ally: 
Empowering Educators in the 
Digital Age

12 Nov 2025 Kolkata, India N/A

13
Breaking Barriers: Capacity, 
Data, and Inclusion in AI @ 
T20 South Africa 

13 Nov 2025
Johannesburg, 
South Africa

South African Institute of 
International Affairs

14

Competing for the Future: 
AI’s Role in Economic 
Transformation and Global 
Power @ Doha Forum

8 Dec 2025 Doha, Qatar Doha Forum

15
The Need for New Deals: A 
North-South Bridge and the 
Future of AI

16 Dec 2025
Menlo Park, 
US

Carnegie India

16
The New Techno-Order: The 
Race to Rule the 21st-Century 
Economy

25 Nov 2025
Cape Town, 
South Africa

17
Workshop on Safe AI Adoption 
at Scale

25 Nov 2025
Cape Town, 
South Africa

EkStep Foundation

18 India Think Tank Forum 2026
12-13 Jan 
2026

Ragjir, India Nalanda University

19
Beyond Agentic Threats: 
Fostering Cyber Resilience

14 Jan 2026
Geneva, 
Switzerland

Carnegie India and 
Permanent Mission 
of India to the United 
Nations (Geneva)

20 AI for People 16 Jan 2026 Paris, France Embassy of India, Paris

21
The DPI Exchange: New 
Corridors for Innovation and 
Inclusion

27 Jan 2026 Dubai, UAE

22
Secure Frontiers, Shared 
Futures

29 Jan 2026
Abu Dhabi, 
UAE

Emirates Center for 
Strategic Studies and 
Research (ECSSR)

Thematic Breakdown 
and Analysis
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THE EVENTS HOSTED BY ORF revealed the emergence of 

a distinctly Global South-oriented AI agenda that called for 

technology to be shaped by the contexts it serves and not 

merely adopted from elsewhere. The following thematic analysis 

distils the principal threads that ran across these discussions.

1.	 AI for Development and the Global South

	 A thread across all events was an emphatic agreement on 

the need to centre AI development and discourse around 

the needs and aspirations of developing countries. The 

ministerial and senior UN participants at the UNGA side 

event in New York, ‘At the Heart of Development’ and 

‘India Day @ UNGA’, framed aid, trade, and technology as 

primary levers for achieving the Sustainable Development 

Goals (SDGs), with India’s digital public infrastructure (DPI) 

presented as a transformative scalable platform for the 

broader Global South. 

	 The Cairo roundtable echoed this framing by proposing a 

Global AI Infrastructure Fund and a Multilingual AI Fund to 

support AI development for the Global South, and to prevent 

the monopolisation of compute capacity and foundation 

models by wealthy nations and incumbents. In a similar 

vein, the Johannesburg T20 roundtable, ‘Breaking Barriers’, 

highlighted how continuing competition between US and 

Chinese AI ecosystems risks marginalising countries that 

are neither producers nor sizeable consumers of frontier 

models while calling for interoperability standards for 
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mitigating such marginalisation. The events saw a resounding agreement on ensuring 

that AI governance and development do not leave the world’s majority population as 

passive recipients but instead empower them as co-creators of the future.

2.	 Inclusion: Health, Education, and Gender

	 A number of events focused on how AI can serve historically marginalised populations. 

The women’s health roundtable in New Delhi brought together government officials, 

hospital leaders, and foundation heads to argue for interoperable, annotated health 

datasets that capture women-specific profiles, the integration of gender indicators 

into digital health frameworks, and AI-readiness training for frontline health workers. 

An event in Kolkata on “AI as a Teacher’s Ally” emphasised lightweight AI tools for 

resource-constrained schools; and called for teachers, administrators, and parents 

to actively participate in the development of educational AI. The Barcelona health 

session proposed cross-border AI sandboxes linked to India’s Ayushman Bharat 

Digital Mission (ABDM) and the EU Health Data Space, as well as representative, 

multi-population datasets to reduce algorithmic bias. These discussions underscored 

the principle of intersectoral inclusion, which can be achieved only through deliberate 

design choices, local data, and community agency.

3.	 Human Capital and Talent Transformation

	 The workforce dimension of the AI transition surfaced repeatedly through the 

programmes. The Bhubaneswar roundtable, “AI@India: Work, Markets, and Cities 

in Transition”, examined how automation is disrupting and reshaping employment 

across sectors. The discussion identified the core challenge as not just displacement 

but the speed and flexibility with which individuals and institutions can adapt to AI-

driven change. The Barcelona panels similarly argued for a shift from producing 

narrow, highly specialised AI engineers towards hybrid talent models that combine 

domain expertise with AI literacy. Several events converged on the recommendation 

that skilling and reskilling must be embedded within broader institutional reforms 

ranging from university curricula and vocational training ecosystems, to cross-border 

talent mobility frameworks.

4.	 Governance, Regulation, and Trust

	 Almost every event grappled with the tension between enabling innovation and 

managing risk. In New Delhi, the dual-use implications of frontier technologies like 

AI, quantum computing, and biotechnology were examined through a security lens, 

with panellists stressing the need for adaptive regulatory frameworks and early-
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warning mechanisms to detect risks before they propagate. The Barcelona panels 

and the Johannesburg roundtable both cautioned against importing regulatory 

templates wholesale. They emphasised that regulations should be use-case–based, 

proportionate to actual harms, and sensitive to the compliance capacity of smaller 

firms.

	 The Abu Dhabi event on ‘Secure Frontiers, Shared Futures’ advanced the argument 

that cybersecurity and resilience should be framed as enablers of AI adoption, 

while noting the benefits of interoperable, context-specific validation frameworks 

over a single global standard. And the Paris convening saw arguments for making 

inclusion a deliberate design choice, not an afterthought. Speakers stressed that 

trust—between people, institutions, and countries—will be the defining currency of AI 

adoption. Across these discussions, a consensus emerged that trust in AI should 

be built through transparency, user literacy, culturally relevant training data, and 

infrastructure resilience.

5.	 Sustainability and Infrastructure Resilience

	 The environmental cost of scaling AI received sustained attention. The Nagpur ‘Tech 

Huddle’ on AI and sustainability examined the energy and water demands of data 

centres against India’s net-zero commitments, calling for responsible AI deployment, 

energy-efficient solutions, and incentives for renewable-powered compute. The Abu 

Dhabi panels deepened this by noting the benefits of treating AI infrastructure 

as critical national infrastructure, and emphasised the need for governments to 

strengthen the resilience of AI infrastructure to prevent the creation of single points 

of failure. The UAE’s approach of integrating AI deployment into national energy 

planning, updating grid codes, and investing in small modular reactors (SMRs) was 

highlighted as a model. Overall, these events positioned the AI-energy nexus and AI’s 

fast-growing resource-intensity as a central policy challenge that the Summit should 

address.

6.	 The Convergence and Symbiosis of AI and Digital Public 
Infrastructure

	 India’s DPI stack featured prominently in discussions as a high-potential toolset 

for building AI ecosystems from the bottom, up. The Dubai roundtable on ‘The DPI 

Exchange’ made the most detailed case, arguing that every DPI layer generates 

structured, purposive, high-quality data that AI models require. This allows AI 

solutions to be built atop DPIs—in other words, DPI could power AI. At the same 

time, AI can strengthen DPI too. Several Indian examples of this were presented, e.g., 
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the use of AI to detect payment frauds, and the integration of voice AI into digital 

identity services. The benefits of DPI in African contexts were also highlighted, and 

much interest expressed in exploring the ‘AI+DPI’ approach to empowerment. The 

Spain–India Forum positioned DPI as the infrastructure through which small and 

medium enterprises (SMEs), startups, and underserved groups can participate more 

meaningfully in the AI economy. Collectively, the events highlighted DPI’s significance 

as a service-delivery mechanism and AI enabler.

7.	 International Cooperation and Other Partnership Architectures

	 Finally, ORF’s events sketched a vision of the partnership architectures needed to 

realise equitable AI development and adoption. In Geneva, speakers outlined the 

possibility of a “third way” for bridging the gap between deregulatory approaches 

and centralised control. South–South cooperation featured prominently in the New 

York and Cairo events; India–Europe collaboration was the focus in Barcelona; 

and possible India–UAE–Africa linkages were explored in Dubai, Abu Dhabi, and 

Johannesburg. The latter roundtable proposed an AI Transparency Forum modelled 

on the Financial Stability Board, while the Cairo event envisioned a Middle East and 

North Africa (MENA) regional alliance combining energy, talent, data, and industrial 

capacity. Across the board, plurilateral, interoperable arrangements that respect local 

context while enabling cross-border collaboration were identified as pathways for 

equitable AI futures. Another observable trend was the interest in building ‘startup 

bridges’, and creating mechanisms for AI-focused startups to innovate jointly and 

collaborate across borders.
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Recommendations



19Recommendations

1.	 AI systems should be governed in ways that 
prioritise trust and resilience rather than 
relying solely on static compliance frameworks.

	 Pre-Summit discussions noted the absence of universal 

“gold standards” for AI safety, with governance instead 

evolving through use-case-specific validation. Moreover, 

conversations on cybersecurity highlighted how failures 

in AI-enabled critical systems erode public trust, making 

resilience a prerequisite for public support for adoption. 

Regulatory sandboxes were presented as practical tools for 

testing and scaling AI products while achieving a balance 

between innovation and safety. With these considerations in 

mind, stakeholders should work towards adaptive, context-

sensitive governance frameworks that prioritise real-world 

robustness and accountability over rigid, one-size-fits-all 

rules, recognising that trust is essential for adoption while 

overly prescriptive approaches can introduce unnecessary 

barriers to innovation.

2.	 Crafting local data protection regimes and 
infrastructures should be a priority in order 
to address data sovereignty and curb data 
extraction from the Global South.

	 Several discussions underscored that current AI 

development pathways remain heavily data-extractive, with 

data generated in the Global South frequently being used 

to train models whose economic and strategic benefits are 
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felt elsewhere. Without regulatory intervention, countries risk becoming mere data 

suppliers while remaining dependent on externally developed models and platforms. 

Imbalances in data access and the digitisation of legacy data systems between 

countries often exacerbate these dynamics. Investing in local data protection laws 

and trusted privacy-protecting infrastructures is thus crucial, with clear stipulations 

about the consent needed for personal data to be used to train AI models, and 

frameworks for addressing new, emerging forms of data such as synthetic data.

3.	 Stronger investments need to be made in AI-fluent human capital 
through targeted skilling and upskilling programmes and the 
development of hybrid talent models.

	 There is a global AI talent shortage, with the demand for AI-aware and AI-trained 

workers outstripping supply. Newer kinds of collaborations between governments, 

the tech industry, and educational institutions need to be forged to build a stronger 

AI skills pipeline. Besides, AI reskilling and upskilling programmes must be designed 

across sectors, and AI-focused micro-credentials and introductory modules integrated 

into technical and vocational education and training (TVET). Across discussions, it 

was also noted that narrow definitions of “AI talent” risk excluding domain experts 

in health, mobility, agriculture or public services, whose contextual knowledge is 

essential for effective AI deployment. As such, discussions on education need 

to frame AI as an assistive tool, while emphasising agility in training systems. 

Finally, hybrid talent strategies enabling human–AI collaboration must be evolved. 

As teachers and trainers will typically lead the implementation of such strategies, 

substantial investments in building their capacities must be made.

4.	 India can help define global standards for AI deployment by 
leveraging its vast user base as a testbed for use-case innovation.

	 An advantage India enjoys is its ability to deploy AI solutions at an unmatched 

scale. Its young demographic, linguistic and sectoral diversity, and the presence of 

tech hubs that demand context-specific solutions, could allow it to become a living 

AI laboratory. This can address a potential bottleneck in global AI deployment: the 

power to develop scalable, context-sensitive use cases that can work in complex, 

resource-constrained environments. Knowledge-exchange mechanisms to connect 

practitioners with their counterparts across the Global South can accelerate this 

process by enabling countries facing similar challenges to co-develop and implement 

solutions rather than building from scratch. As such, India’s path to AI leadership 

should centre on scaling deployment across its domestic market, promoting cross-

border learning corridors, and exporting proven solutions across the South in order 
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to position itself as the world’s use-case capital, rather than competing in a frontier 

model race it need not win.

5.	 Taking inspiration from the Indian approach, open and interoperable 
DPI could become a foundation for building inclusive AI 
ecosystems.

	 Proprietary systems drive market concentration, risking the creation of a ‘digital 

underclass’ across swathes of the Global South. The wider adoption of India’s DPI 

model was strongly recommended as it could act as a counterweight by generating 

locally valuable data at population scale, while avoiding platform dependency. 

This data—buttressed by robust consent and data-sharing mechanisms—could 

prove valuable for building and training AI models. AI solutions developed in this 

manner would reflect local realities and nuances, boosting the accuracy of outputs. 

Importantly, access to a common, shared digital infrastructure would allow smaller 

AI firms to build AI systems on an equal footing as incumbents, creating a more 

level playing field, and fostering more inclusive innovation ecosystems in the Global 

South.

6.	 AI ambitions must be integrated with energy infrastructure planning, 
and efforts to promote energy and water security.

	 Discussions at pre-Summit events repeatedly emphasised the growing energy- and 

water-intensity of AI infrastructure, and the risks this poses to grid stability and water 

availability for local communities. Negotiating these energy requirements should be 

mainstreamed into efforts to advance the SDGs and existing climate commitments; 

and environmental costs must be factored into the present “compute-first” race, that 

often prioritises innovation without sufficiently considering carbon footprints and the 

region-specific climate vulnerabilities. Renewable energy sources and SMRs could be 

explored as power sources for AI infrastructure. Additionally, AI should strategically 

be incorporated into the management of the very systems it makes vulnerable. For 

example, AI-enabled predictive systems for grid management, water security, and 

natural disaster planning systems can enable self-sustaining and more resource-

efficient data centre ecosystems. Planning standards for AI infrastructure should be 

conceptualised, and these should explicitly link compute expansion with energy and 

water security, disaster preparedness, and development goals.
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7.	 Tech middle powers and Global South states should form coalitions 
for AI cooperation.

	 Across conversations, participants recommended that tech middle powers—such as 

India, Australia, Japan, Brazil, and South Africa—should forge partnerships with other 

Global South countries to promote AI development and governance. This would help 

generate valuable new streams of cooperation to set AI standards and frameworks, 

co-develop AI capabilities and applications, and make global supply chains more 

resilient. Today, the US tends to control the upper end of the AI value chain for 

advanced computing, while China largely controls access to the critical minerals 

needed for electronics manufacturing. Coalitions for AI cooperation are therefore 

seen as increasingly necessary to counter the potential limits that the United States 

and China could set on domestic innovation in other countries.
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Key Discussion Points at Pre-Summit Events

1 India-AI Impact Summit: Aspirations and Ambitions | New Delhi, India | 14 Aug 2025 

•	 The main issues on the India AI Impact Summit agenda, and its expected outcomes
•	 The global landscape of AI development and India’s place in this ecosystem

2 AI and Sustainability: Code, Compute, Conserve | Nagpur, India | 4 Sep 2025 

•	 AI applications across education, healthcare and sustainability sectors for large-
scale social impact

•	 Balancing AI innovation with ethics, safety and regulatory experimentation
•	 Energy efficiency, compute demand and environmental sustainability of AI systems

3 India Day @ UNGA | New York, US | 24 Sep 2025

•	 India’s SDG journey
•	 India’s global partnerships
•	 AI for development
•	 Women-led empowerment strategies

4
At the Heart of Development: Aid, Trade, and Technology | New York, US | 24 Sep 
2025

•	 Aid, trade and technology as key levers of the development agenda
•	 Multipolar world dynamics and India’s leadership role within it
•	 South-South cooperation

5
The AI Imperative: Dial LLM for Growth – Raisina Forum for Future of Diplomacy | 
New Delhi, India | 4 Oct 2025

•	 Global AI cooperation and India’s leadership role in shaping inclusive AI governance
•	 Human capital, capacity building and democratization of AI resources
•	 Safe, trusted and accountable AI frameworks for sustainable growth
•	 Action-oriented AI diplomacy through summits, showcases and multistakeholder 

engagement

6
A New Reckoning: The Dual-Use Implications of Frontier Technologies – Raisina 
Forum for Future of Diplomacy | New Delhi, India | 5 Oct 2025

•	 Dual-use risks of frontier technologies across AI, quantum and biotechnology 
domains

•	 Geopolitical competition shaping technology development and national security 
considerations

•	 Regulatory frameworks, early warning systems and risk detection mechanisms
•	 Human agency, ethics and responsible use of advanced technologies
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7 AI@India: Work, Markets, and Cities in Transition | Odisha, India | 1 Nov 2025

•	 AI transforming work, markets and urban systems through innovation, disruption 
and human augmentation

•	 Education, employment and enterprise adapting to AI-driven changes in skills and 
job structures

•	 Skilling and inclusive adaptation challenges of AI-led economic transition
•	 AI-enabled urban governance balancing efficiency, resilience, sustainability and 

citizen-centered design

8
Towards Inclusive, Responsible and Impactful AI Cooperation: Expectations from the 
AI Impact Summit in India | Cairo, Egypt | 3 Nov 2025

•	 The emerging role of AI middle powers
•	 Inclusive and democratised AI cooperation between India, MENA and other Global 

South regions
•	 AI infrastructure, compute access and shared capacity-building models
•	 Regional partnerships linking energy, talent, data and industrial ecosystems
•	 Local-language AI, digital public infrastructure and low-resource AI applications

9
V Spain India Forum: Technological Innovation as a Driver of Development in the 
Health Sector | Barcelona, Spain | 5 Nov 2025

•	 India–Spain collaboration on AI, digital health, biotechnology and sustainable 
infrastructure

•	 Health-sector innovation through AI, data interoperability and public digital 
infrastructure

•	 Importance of AI governance, trust, transparency across sectors
•	 Public–private partnerships supporting climate resilience, energy transition and 

smart infrastructure
•	 Definitions of “AI talent” as currently too narrow, benefiting from expanded 

consideration of hybrid skills

10
V Spain India Forum: AI Governance, Talent and Knowhow: Towards a Knowledge 
Economy and Spain–India Innovation Ecosystems | Barcelona, Spain | 5 Nov 2025

•	 AI governance, talent development and knowledge-economy transformation
•	 India–Spain collaboration across innovation ecosystems, research and deployment
•	 European strength in IP creation and regulation as complimentary to India’s large 

scale and cost-effective deployment and engineering capacity
•	 Trust, transparency and human oversight in AI adoption as practices that inspire 

public confidence
•	 Digital public infrastructure enabling inclusion, SME participation and scalable AI 

adoption
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11
Women’s Health Futures: Innovation, Equity, and Lifelong Wellbeing | New Delhi, India 
| 8 Nov 2025

•	 Women’s health innovation through AI, digital health and biotechnology applications
•	 Ethical, inclusive deployment of AI in healthcare and public health systems
•	 Health data interoperability, governance and real-world clinical validation
•	 Capacity building for women-focused healthcare delivery and health workforce 

digitisation

12
AI as a Teacher’s Ally: Empowering Educators in the Digital Age | Kolkata, India | 12 
Nov 2025

•	 AI applications supporting teachers through automation, personalization and time-
saving tools

•	 Teacher training, digital literacy and evolving educator roles in AI-enabled 
classrooms

•	 The role of educators in diffusing responsible AI use
•	 Low-cost, offline-first AI tools for resource-constrained education settings
•	 Co-design of educational AI involving teachers, administrators and education 

stakeholders

13
Breaking Barriers: Capacity, Data, and Inclusion in AI @ T20 South Africa | 
Johannesburg, South Africa | 13 Nov 2025

•	 AI capacity-building, data governance and inclusion challenges across Global South 
contexts

•	 Competing AI platforms, models and governance approaches shaping the global 
AI landscape

•	 Ethical AI frameworks, harms identification and limitations of current regulatory 
enforcement

•	 Interoperability, open standards and infrastructure requirements for scalable AI 
systems

14
The New Techno-Order: The Race to Rule the 21st-Century Economy | Cape Town, 
South Africa | 25 Nov 2025

•	 Which states are winning the global tech war, and how this contest is 

shaping global supply chains, standards and access to cutting-edge 

technologies

•	 Is the emerging techno-order locking developing countries out of the 

technologies that will define the future
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15
Workshop on Safe AI Adoption at Scale | Cape Town, South Africa | 25 Nov 

2025

•	 Multistakeholder discussion of an AI Adoption Use Case Framework

•	 Explore value creation and points of friction across AI use cases

•	 Establish a shared understanding of how AI & DPI persist

16
Competing for the Future: AI's Role in Economic Transformation and Global 

Power | Doha, Qatar | 8 Dec 2025

•	 The geostrategic nature of AI development and regulation amidst great 

power competition

•	 Integration of AI in digital public infrastructure to drive last-mile adoption

•	 Investment in small language models, next-gen architectures, and 

application-layer innovation

17
The Need for New Deals: A North-South Bridge and the Future of AI | Menlo 

Park, US | 16 Dec 2025

•	 The need to focus on selected issues at the Summit rather than trying to 

address all AI issues

•	 Widening performance gap between open-source and proprietary models

•	 AI infrastructure, especially the need to prioritise data centres over 

semiconductor manufacturing in the near term

•	 AI talent development and access to capital

18 India Think Tank Forum 2026 | Rajgir, India | 12–13 Jan 2026

•	 India’s evolving AI landscape and its societal, governance and policy 

implications

•	 National resilience, security, multilateralism and military issues in a 

changing global context

•	 Strengthening the think tank ecosystem through inclusion, gender equality 

and cross-sector dialogue

19
Beyond Agentic Threats: Fostering Cyber Resilience | Geneva, Switzerland | 

14 Jan 2026

•	 Dual-use risks and defensive potential of agentic AI in cyber operations

•	 Cascading vulnerabilities from interconnected and abandoned agentic AI 

systems

•	 Cyber resilience through AI-enabled detection, response and system 

adaptation

•	 Governance, data access and Global South participation in AI safety 

frameworks
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20 AI for People | Paris, France | 16 Jan 2026

•	 The role of frugal AI in promoting sustainability, energy efficiency, and 

making AI viable in developing economies

•	 Improving governance systems with AI rather than just private-sector 

productivity

•	 AI as the foundation of a new multilateralism that focuses on cooperation, 

equity, and collective progress

21
The DPI Exchange: New Corridors for Innovation and Inclusion | Dubai, UAE 

| 27 Jan 2026

•	 Digital public infrastructure enabling innovation, inclusion and cross-border 

cooperation

•	 Open, interoperable architectures supporting decentralized AI and 

competitive digital markets

•	 Regulatory frameworks balancing data protection, innovation and market 

scalability

•	 Foundational infrastructure linking identity, payments, data and AI 

applications in both urban and rural areas in the Global South

22 Secure Frontiers, Shared Futures | Abu Dhabi, UAE | 29 Jan 2026

•	 Sustainable and resilient AI infrastructure linking energy, water, climate and 

compute planning

•	 Geopolitical and security implications of hyperscale AI and digital 

infrastructure concentration

•	 Cybersecurity, resilience and trust in AI-enabled critical sectors

•	 Data sovereignty, context-sensitive governance and Global South AI 

participation
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